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in the data being protected. We provide an overview of how privacy protection error relates to total 
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privacy protection error relative to and conditional on other sources of survey error. Finally, we 
discuss opportunities and challenges for future work on data privacy and survey error.
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1 Introduction

Statistical agencies collect and disseminate survey data on virtually every aspect of the

economy and society of the United States. The purpose of collecting the survey information

is to provide accurate data to the public. At the same time, these agencies are bound by

laws requiring them to protect respondent privacy. Therefore, every survey undergoes some

type of privacy protection between data collection and data dissemination to prevent the

public from re-identifying respondents in the data, a process known as statistical disclosure

limitation (SDL). SDL introduces intentional error into the data for the sake of privacy.1

There is an inherent trade-off between protecting respondent privacy and releasing accurate

data to the public. Releasing more data and/or more accurate data reduces privacy (Dinur

and Nissim, 2003). Managing this trade-off is a choice that attempts to balance demand for

data accuracy and availability against demand for privacy (Abowd and Schmutte, 2019).

A principled evaluation of the privacy-accuracy trade-off is required in order to make

choices regarding the appropriate balance of privacy and accuracy. Ideally, this includes

quantifying privacy risk and data accuracy so that the trade-off can be clearly evaluated and

communicated. In reality, this is a challenging task. In the past, assessments of privacy risk

were limited in scope and relied on assumptions regarding an attacker’s capabilities (Reiter,

2019). Privacy protection methods were ad hoc and provided no formal guarantees for pre-

venting privacy loss (Abowd et al., 2020, 2023). Furthermore, details regarding even what

was done to the data for the sake of privacy were often kept secret to reduce the likelihood

that the protections could be undone.2,3 More recently, “differential privacy” solved many

of these challenges. Protection methods that satisfy differential privacy quantify bounded

worst-case privacy loss risk without assuming an attacker’s capabilities and provide a for-

1Examples include top- and bottom-coding, coarsening, rounding, suppression, sub-sampling, swapping,
synthesis, and noise injection.

2Protection methods typically impacted only a small fraction of observations. Because of this, details
were often kept secret to add uncertainty to an attacker’s confidence.

3Famous examples of undoing privacy protections include the identification of Massachusetts governor
William Weld’s medical records in a dataset released by the state and the identification of Netflix users in a
dataset released by the company as part of the Netflix Prize competition (Heffetz and Ligett, 2014).
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mal guarantee for the bounds (Dwork et al., 2006; Dwork, 2006; Dwork and Roth, 2014).

This bounded privacy loss risk is represented by the parameter known as “epsilon,” which

measures how much a given database output can change based on the inclusion of a single

record in the database. Differential privacy is typically achieved by adding random noise

to queries on a database. Because of the quantified and guaranteed bounds on privacy loss

risk, agencies can be transparent about the protection method, implementation details, and

resulting privacy risk.4

Evaluating the impact of privacy protections on data accuracy may sound easy by com-

parison, but there are several challenges. Many of these challenges arise due to the fact that

there is no single metric for accuracy like what differential privacy provides for privacy loss

via the epsilon parameter (Brenner and Nissim, 2014). Data collected by federal agencies

cover many topics and are used for numerous purposes. Therefore, an accuracy assessment

requires the data provider to select a set of priority use cases and a set of particular metrics

for evaluation.5 A given application of privacy protection may have different impacts on

different use cases and/or metrics, which means that accuracy results depend on these selec-

tions. Another challenge is that increased transparency regarding the application of privacy

protection may seem to imply the choice of more privacy and less accuracy (e.g., Ruggles

et al., 2019), which is not necessarily correct.6 These challenges are understood and docu-

mented (Abowd and Hawes, 2023; Drechsler, 2019), although they continue to be a challenge

for balancing privacy versus accuracy and obtaining buy-in and trust from stakeholders.

However, there is yet another challenge to quantifying accuracy: while accuracy metrics

usually involve comparing the data before and after privacy protection, survey data already

4See, e.g., the Census Bureau’s release of the production code base for the disclosure avoidance system
(DAS) used for the 2020 Decennial Census redistricting data (U.S. Census Bureau, 2021b) and the Census
Bureau’s choice of epsilon for the production run of the DAS (U.S. Census Bureau, 2021a).

5Accuracy assessments sometimes evaluate specific utility for given use cases (e.g., changes to a statistic
between the original and protected data). Other times, assessments evaluate general utility based on multi-
dimensional distributional similarity (e.g., classifying whether a given record belongs to the original data or
protected data). See Snoke et al. (2018) for additional discussion.

6It is important to distinguish between characteristics of a disclosure avoidance system (i.e., how data
will be protected) and choices regarding its implementation (e.g., parameter choices and other details that
will impact the accuracy and privacy of the resulting data). See Hawes et al. (2024) for additional discussion.
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contain error before applying privacy protection. This fact is fundamental to survey data

and infects all accuracy metrics that are based on simply comparing the original data to

the protected data.7 Such metrics are inherently flawed in the sense that they implicitly

assume the original data are without error and thus attribute any differences to reductions in

accuracy.8 When survey data already contain error, differences due to the privacy protection

no longer directly translate to reductions in accuracy (nor do they directly translate to

reductions in privacy loss risk). Ignoring the reality of survey error before privacy protection

contradicts a large literature documenting the existence of survey error and its impact on bias

and uncertainty for official statistics and econometric analyses.9 This challenge is pervasive

and difficult to overcome, but there are existing tools that may provide insights.

In this chapter, we first review the taxonomy of survey error and discuss a framework

for connecting privacy protection and total survey error. Next, we discuss the results from

Totty and Watson (2024), which quantify the contribution of privacy protection to total

survey error in a synthetic version of the American Community Survey (ACS). Synthetic

data can be differentially private, but even when it is not it still allows for transparency and

correct inferences, unlike some other SDL methods (Abowd and Schmutte, 2015). Finally,

we wrap up with a discussion of future challenges and opportunities for the evaluation of

data accuracy.

2 The Sources of Survey Error

Broadly speaking, there are three traditional sources of survey error: measurement error,

item non-response error, and generalized coverage error. Measurement error arises when

there is a difference between an individual’s survey response and the truth. For example,

7Rising survey error has led to conclusions that household surveys are in “crisis” (Meyer, Mok and
Sullivan, 2015) and interest in transforming statistical agencies to rely less on survey data (Jarmin, 2019).

8Alternatively, such metrics would be ideal if one assumed the goal of a data user was to infer about the
original data rather than the population from which the original data were generated, but this contradicts
survey methodology and the fact that agencies produce margins of error alongside published statistics.

9See, e.g., Bound, Brown and Mathiowetz (2001); Celhay, Meyer and Mittag (2024); Jarmin (2019);
Manski (2015); Meyer, Mittag and George (2022); Meyer, Mok and Sullivan (2015); Schennach (2016).
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an individual may inflate their income when responding to a survey to save face or they

might provide a rough estimate off the top of their head. Measurement error can arise

for a multitude of reasons such as the wording of a survey question, miscommunication

with the interviewer, or during the data cleaning process. Meanwhile, item non-response

error is created when an individual refuses to respond to a specific survey question. For

example, an individual may fill out basic demographic questions on a survey but leave an

income question blank because they consider it sensitive information. Lastly, generalized

coverage error encapsulates the remaining sources of survey error such as sampling error,

frame error, unit non-response error, and any survey weight adjustments.10 These forms

of errors arise when the sample is not representative of the target population for various

reasons. For example, a surveyor interested in estimating average income by zip code may

draw a random sample of households to contact from a public directory of homeowners. As a

result, the sample would exclude everyone who is not a homeowner and likely draw from the

upper half of the population income distribution (frame error). Even a perfectly designed

sampling process can produce a non-representative sample as some individuals may refuse

to participate in the survey (unit non-response error), a subgroup may be under-represented

in the random sample by pure chance (sampling error), or the application of survey weights

to fix other issues can induce its own form of error.

One way to measure survey error and its components is to utilize the Total Survey Error

(TSE) framework proposed in Groves and Lyberg (2010) alongside population-level data

from administrative records, e.g., tax records, as a source of the truth. By linking survey

data to administrative records, it is possible to quantify survey error in key statistics and

provide a measure of accuracy. Consider, for instance, that means of survey variables are

often used as key indicators of the economy (e.g., unemployment rate, average salary, eviction

rate). Using the TSE framework, it can be shown that that total survey error for a mean

10Although sampling error and coverage error are usually considered separate sources of survey error,
the Total Survey Error framework often combines the two into generalized coverage error for the sake of
simplicity. See Meyer and Mittag (2021) for more details.

4



statistic can be reduced to the following simple formula:

ε̂TSE = ε̂ME + ε̂INRE + ε̂GCE (1)

The first term on the right-hand side is measurement error (ε̂ME), which is calculated as

the weighted average difference between the survey response for individuals who responded to

the relevant survey question (e.g., “What was your total wage and salary income last year?”)

and their administrative data value (e.g., wage and salary income reported to the IRS). The

second term is item non-response error (ε̂INRE), which is calculated as the weighted average

difference between the imputed survey response for individuals who did not respond to the

survey question and their administrative data value. The third term is generalized coverage

error (ε̂GCE), which is calculated by taking the difference between the population average

from the administrative data and the weighted survey average when the survey responses

are replaced with administrative data values. Note that each component is calculated based

on the original survey values and can be positive or negative in value.

Considering the fact that applying privacy protection to a survey introduces some error,

a natural extension is to model that error as another component within the TSE framework.

Doing so provides a way to evaluate the impact of privacy protection relative to the three

traditional sources of error and gain a better understanding of its impact on accuracy. As

demonstrated in Totty and Watson (2024), the inclusion of privacy protection error within

the TSE framework for a mean statistic can be formulated as the following:

ε̂TSE = ε̂ME + ε̂INRE + ε̂GCE + ε̂SDLE (2)

The new fourth term on the right-hand side is statistical disclosure limitation error

(ε̂SDLE), which is calculated as the weighted average difference between an individual’s re-

sponse in the protected survey data and the original survey data.11 Note that the additive

11See Totty and Watson (2024) for additional derivations. Other papers also discuss the need to connect
SDL and TSE (Eltinge, 2022; Gong, 2022; Hotz et al., 2022; Karr, 2017), but Totty and Watson (2024) is
the first to extend the statistical framework from Meyer and Mittag (2021) to include SDL.
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nature of the individual components implies that applying privacy protection to a survey

may paradoxically reduce the total survey error for a particular statistic if ε̂SDLE is opposite

in sign of the sum of the three other components (ε̂ME + ε̂INRE + ε̂GCE).

3 The Relative Impact of Privacy Protection

After extending the Total Survey Error (TSE) framework to include error from privacy

protection, an application is demonstrated in Totty and Watson (2024) using American

Community Survey (ACS) data, with and without privacy protection, linked to several ad-

ministrative or proprietary datasets.12 The administrative and proprietary datasets provide

population-level proxies for the true information that the ACS variables are trying to mea-

sure. Using these linked datasets, the paper analyzes the effect of generalized coverage error,

non-response error, measurement error, and SDL error on simple but important statistics

such as variable means (of wage and salary income, retirement income, home value, property

taxes, and birth year) and population sizes of demographic groups (based on race categories,

Hispanic status, and citizenship status). The paper also details how the various sources of er-

ror differentially impact demographic sub-groups and thereby influence important estimates

of inequality.

Comparing the relative size and impact of different types of error is useful for communi-

cating aspects of data quality and uncertainty to data users. For instance, privacy protection

is often seen as a detriment to survey quality since it intentionally introduces some error;

meanwhile, the original survey data are often viewed through rose-tinted glasses, as if the

unaltered survey responses are a close approximation to the truth. However, instances that

contradict this narrative are found in Totty and Watson (2024). Consider the wage and

salary results which find that measurement error is $4,237; that is, people who respond to

12Privacy protection for the data used in the paper is applied in the form of partial synthesis. More
specifically, ACS variables of interest are synthesized using classification and regression tree (CART) synthesis
methods. For more details on the synthesis model and synthetic data in general, please refer to Abowd and
Schmutte (2015); Benedetto, Stanley and Totty (2018); Totty and Watson (2024).
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the survey over-report their income on average by $4,237 relative to the amount reported to

the IRS. Meanwhile, the amount of error due to privacy protection (SDL error) is $207.10;

that is, individuals in the survey with privacy protection have $207.10 more income on av-

erage than the version of the survey without privacy protection. In other words, SDL error

is only about 5% the size of measurement error. Moreover, SDL error increases the esti-

mated average income in the survey by a mere 0.72% relative to the survey target, i.e., the

average income in the administrative IRS data, while the three other sources of error com-

bined increase it by 15.52%. In plain English, the original survey without privacy protection

over-estimates average income by 15.52% and applying privacy protection to the survey only

increases that bias by an additional 0.72 percentage points.

An even more interesting finding is brought to light when the wage and salary results

are stratified by gender in Totty and Watson (2024). More specifically, measurement error

overstates the gender wage gap in the survey by $2,091; that is, women do earn less than men

on average but measurement error in the ACS is over-estimating that wage gap by $2,091.

Meanwhile, SDL error reduces the estimated gender wage gap in the survey by $149.80. In

a vacuum, one could argue an application of privacy protection that shrinks the estimated

gender wage gap is not ideal; however, the net effect of privacy protection must be considered

in a broader context that includes the other sources of survey error. In this particular case,

for instance, the SDL error is offsetting some of the measurement error, and thereby bringing

the estimated gender wage gap closer to the target value in the administrative IRS data.

This finding illustrates the uncertain impact of privacy protection on data quality and the

difficulty in quantifying its overall impact on accuracy. Although the net effect of privacy

protection reduced the accuracy of the average income estimate in the aggregate, it also

increased the accuracy of the estimated gender wage gap.

Lastly, for the sake of brevity, two metrics to convey some high-level takeaways are

provided in Totty and Watson (2024). First, SDL error on average induces a bias of -0.72%

in the survey estimates relative to the target values in the administrative data. This metric
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is referred to as the average percentage error (APE), which allows for standardizing the

error amounts across variables to then aggregate into a single value. In a similar manner,

the average absolute percentage error (AAPE) of SDL error is 3.17%. The AAPE provides a

useful complement to APE when a source of error is large (in absolute value) but the direction

of the error differs across variables such that the APE is deceptively small. When comparing

the four sources of error at an aggregate level, SDL error (-0.72% APE, 3.17% AAPE) is

smaller on average than coverage error (-1.00% APE, 12.14% AAPE) and measurement error

(5.14% APE, 7.64% AAPE). It is also smaller than non-response error (1.31% APE, 1.67%

AAPE) in terms of APE, but non-response error is smaller in terms of AAPE. Moreover, even

when comparing the sources of error on a variable-by-variable basis, SDL error is generally

one of the smallest error components across all variables.

4 Discussion

The framework and results described in this chapter are only a starting point. The results

only speak to the accuracy of a single survey, a limited set of variables, and a particular

application of privacy protection. Future work should assess to what extent the results

generalize by applying the framework to more surveys, variables, administrative data sources,

synthesis configurations, and privacy protection methods. This requires access to a variety

of administrative and commercial data sources for validation, which will be a challenge in

some cases, but data sharing agreements between agencies and the availability of commercial

data should make it feasible to expand the use of this framework.

Future work should also attempt to extend the TSE framework in new directions. One

direction is to apply the framework to more statistics, such as variance or mean squared error.

Additionally, while the TSE framework has traditionally focused on descriptive statistics, it

would be valuable to extend the framework to model-based statistics. Another direction for

future work is to address the fact that this framework treats the administrative data as if it
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were the truth. Even when there is error in administrative data, the framework is still useful

compared to treating the original data as the truth and using that as the only evaluation

benchmark. Nonetheless, relaxing this assumption would be valuable. Finally, methods

for evaluating data accuracy within a holistic approach to survey error without relying on

validation/auxiliary data would help grow the feasibility of this work. Use of validation data

will always be limited by availability and subject to questions about their own accuracy.

These extensions may require adopting measurement error models from other disciplines.

For example, recent work on measurement error in economics has developed methods for

validation studies that relax the assumption that administrative data are without error

(Bingley and Martinello, 2017; Crossley, Fisher and Hussein, 2023; Jenkins and Rios-Avila,

2023), methods for evaluating measurement error in model-based statistics rather than de-

scriptive statistics (Bingley and Martinello, 2017; Nguimkeu, Denteh and Tchernis, 2019),

and methods for bounds and bias-corrections that avoid the use of validation data altogether

(Nguimkeu, Denteh and Tchernis, 2019; Tommasi and Zhang, 2024). These methods have

not been extended to study errors in protected data relative to errors in the original data,

but there should be opportunities to connect these methods with data privacy.

As discussed in the introduction, assessing data accuracy in a way that facilitates a

principled evaluation of the trade-off with data privacy is challenging even when ignoring

error that already exists in the original data. The adoption of a Total Survey Error (or

related) framework could help address these challenges as well. Accuracy metrics based

on differences between the original and protected data can be difficult to communicate to

stakeholders because they are implicitly framed as a change from zero error to non-zero error.

Stakeholders who interpret the accuracy trade-off in this way may be unlikely to buy into the

usability of the protected data. Alternatively, comparing the impact of privacy protection

to the impact of other error sources re-frames the trade-off in terms of the amount of error

rather than the existence of error and emphasizes that privacy protection is only one source

of survey error. It also provides alternative metrics and practical benchmarks that may be
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useful for determining acceptable levels of error from privacy protection.13

5 Conclusion

Rising demand for data coupled with rising reconstruction and re-identification risk presents

a challenge for statistical agencies such as the Census Bureau. Agencies have long used SDL

to protect respondent information, but legacy methods are now seen as insufficient given the

increased privacy risks. Regardless of the SDL method, careful attention must be paid to

data accuracy. This requires a holistic approach to survey error that moves beyond simply

comparing the original and protected data.

In this chapter, we motivated the need for this holistic approach, reviewed a framework

for evaluating privacy protection error within the scope of total survey error, and discussed

existing research comparing the impact of privacy protection error to measurement error,

non-response error, and coverage error. Results in Totty and Watson (2024) based on syn-

thetic data demonstrate that error from privacy protection can appear small when compared

to other sources of error and can sometimes offset other sources thereby reducing total survey

error. This represents a crucial departure from only comparing statistics generated before

versus after applying privacy protection, in which case any deviation is often interpreted as

an increase from zero error to non-zero error. The results also demonstrate that effects of

privacy protection on demographic sub-groups can differ from the effects of other sources of

error, thereby having important (and unexpected) impacts on inequality statistics.

We hope this discussion will spur future work on the challenges associated with evaluating

data accuracy and the need to place privacy protection error within the larger context of

survey error. The literature that addresses this challenge is small (e.g., Agarwal and Singh,

2024; McKinney et al., 2021), but we have described a few areas in which future research

could contribute to this work.

13E.g., an accuracy metric could be based on how privacy protection changes total survey error in a statistic
rather than how it changes the original statistic itself. Other benchmarks could compare the average error
from privacy protection to the average error from other components.
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