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Abstract

Federal statistical agencies collect survey data that are used for dispersing funds,
informing policy, and aiding research. The collection of accurate data is crucial for
these activities, but survey response rates have been declining for three decades. We
provide new evidence on privacy and confidentiality concerns as a possible cause for
declining response rates. First, we present a model in which individuals choose whether
to respond to a federal agency’s survey while also interacting with a firm that relies
in part on the agency’s published data to imperfectly price discriminate. The model
demonstrates how privacy loss risk impacts survey response and provides some testable
implications. Next, we empirically test the relationship between privacy and survey
response using the staggered rollout of broadband internet across the United States as
a technology shock that increased individuals’ privacy loss risk. Refusal in the Current
Population Survey increased immediately after broadband services entered a county.
Broadband rollout can explain nearly all of the increase in refusal from 1995-2008.
Consistent with the model, we find the impact of broadband rollout on refusal was
larger for counties with greater proxied household willingness to pay for an arbitrary
good or service and, among households who did respond, broadband rollout increased
question refusal for topics that reveal more private and sensitive information. Finally,
we present some back-of-the-envelope calculations for the implied change in privacy
loss risk due to the rollout of broadband internet.

Keywords: privacy, confidentiality, survey response, survey refusal, broadband internet, high-
speed internet
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1 Introduction

Federal statistical agencies in the United States collect survey data on many aspects of society
and the economy. These data are used to produce the official statistics on employment,
poverty, health insurance coverage, inflation, and other indicators that inform public policy.
They are also used in the distribution of trillions of dollars in funds annually and are a
primary source of information for research in academia, industry, and government (Ross,
2023). These uses rely on high quality data that are accurate, timely, and representative
of the entire population. However, survey response rates have been declining since the
1990s and the decline accelerated in the 2000s (Meyer et al., 2015; Williams & Brick, 2018).
Consequently, some agencies are evolving to reduce reliance on survey data (Jarmin, 2019).

Understanding the causes of declining survey response rates is crucial for helping statis-
tical agencies take steps to reverse the trend. Respondent burden, less leisure time for filling
out surveys, decline in public spirit, rising political polarization and mistrust of government,
and privacy and confidentiality concerns have been offered as possible causes, but no single
factor has been identified as a key driver and the literature has called for more research into
the topic (Meyer et al., 2015; National Research Council, 2013). Our focus is on privacy
and confidentiality concerns, which has received little rigorous evaluation. The mechanism
we have in mind is one in which individuals refuse surveys in an attempt to manage their
privacy risks in a world in which data collection and personalized pricing are ubiquitous
(Council of Economic Advisors, 2015).

We start with a simple model of an individual’s decision to respond to a survey conducted
by a federal statistical agency. The purpose of the model is to motivate how big data can
influence the trade-offs associated with responding to surveys and to provide some testable
predictions related to privacy and survey refusal.! The model includes individuals who choose

whether to respond to a survey, a statistical agency that uses the survey responses to produce

!The meaning of big data has evolved over time and can be context dependent. We use the term to refer
to the growing ability to access and combine data from multiple sources in order to generate new insights,
measurements, and predictions (Council of Economic Advisors, 2015).



and disseminate public data, and a monopolistic firm who sells a product to consumers. The
firm uses its own data (which it could have collected itself or purchased from a data broker)
and the agency’s public data in an attempt to engage in price discrimination. The firm
has a prior likelihood of inferring each consumer’s willingness to pay based on its own data.
The firm can update this prior with intended statistical uses of the agency’s data, such as
learning average income for individuals of a given race and county when they already know a
customer’s race and county from their own data. The firm may further refine their prior by
re-identifying some anonymized individuals in the agency’s database with data reconstruction
or data linkage attacks, thereby revealing the individuals’ exact information.? Such attacks
are not considered an intended statistical use of the agency’s data and represent a privacy loss
for the individual. An individual is subject to the firm updating their priors from intended
statistical uses whether they participate in the survey or not, but they are only subject to
the additional re-identification risk if they exist in the survey data. The decision rule for
whether to respond to the survey depends upon the increased likelihood of the firm inferring
their willingness to pay caused by existing in the agency’s public data. Larger increases in
likelihood reduce consumer surplus and thus lead to fewer responses.® The decision rule also
depends upon the difference between an individual’s willingness to pay and the market price
that the firm charges to individuals whose willingness to pay it cannot infer, as individuals
with greater willingness to pay have more surplus to lose by having their willingness to pay
revealed.

Next, we evaluate our model of privacy and survey refusal empirically. Rather than di-
rectly measuring the risk of consumers having their willingness to pay revealed or attempting
to measure willingness to pay for some product, we use the staggered rollout of broadband

internet across the United States from 1995-2012 as a technology shock that reduced indi-

2Re-identification in our setting means a firm has confidently determined the identify of an individual in
the agency’s public database, allowing it to merge the agency’s data on that individual with their own data
on that individual.

3Tt is worth noting that the mechanism we have in mind only requires perceived changes in privacy loss
due to responding to federal surveys, regardless of whether it is actually true.



viduals’ privacy and increased firms’ ability to infer willingness to pay and offer personalized
pricing. The widespread applications of broadband internet have transformed the privacy
landscape in the United States. The advent and diffusion of broadband internet made possi-
ble the ascent of “Web 2.0” (blogs, social media, and online networks), online marketplaces,
and the Internet of Things, enabling massive amounts of individual behavior to be observed
and collected, including demographic, economic, and behavioral information.* Combined
with advances in computing power and data science, high-speed internet made possible the
joint phenomena of big data and consumer surveillance, whereby firms rely on consumer
data to understand, target, and influence their customers.

Firms promote personalized services and reduced search costs as benefits of big data,
but these gains often come with privacy-related costs such as fraud, manipulation, stigma,
and discrimination.® While broadband internet access was growing during the late 1990s
and early 2000s, concerns regarding online privacy were garnering national attention and
laws were enacted to regulate online privacy.® Amazon faced backlash in 2000 after it was
discovered they were using personalized pricing based on consumer data collected online.”
However, firms’ data collection practices and privacy policies have remained opaque and
difficult to understand, leaving privacy threats in place and making it challenging for indi-

viduals to manage their personal privacy.® Among those threats, there is an abundance of

4By the mid-2000s, user-generated content exceeded business-generated content on the internet for the
first time and online advertising became the dominant form of advertising due to the ability to target ads
based on individual data (Evans, 2009).

5The role of the internet in shaping the modern privacy landscape has been carefully described in prior
work, along with associated costs and benefits that arise within the economics of privacy and digitization
(Acquisti et al., 2016; Goldfarb & Que, 2023; Goldfarb & Tucker, 2019; Varian, 2010).

6Examples of national media coverage include the TIME Magazine cover from July 2, 2001, which was
an image of a computer in the shape of a padlock with the title, “How to Protect Your Privacy Online”; and
the TIME Magazine cover from February 20th, 2006, which was titled, “Can We Trust Google With Our
Secrets?” Examples of laws include the Children’s Online Privacy Protection Act (COPPA) of 1998, which
governed the online collection of information about children, and the Gramm-Leach-Bliley Act of 1999, which
allowed individuals to opt-out of financial institutions sharing non-public data with third parties.

"The incident was covered by many major news networks: ABC News (2000), Chicago Tribune (2000),
Los Angeles Times (2000), and The Wall Street Journal (2000).

8E.g., Bian et al. (2024) analyze the rollout of Apple’s App Tracking Transparency (ATT) policy in 2021,
which significantly curtailed online data collection and sharing on the iOS platform, and showed that ATT
substantially reduced consumer fraud complaints.



evidence that firms across a wide range of industries now use these data to price discriminate
via personalized prices.?

Given this premise that broadband internet was a privacy-reducing technology shock, we
use its staggered rollout across the United States in the late 1990s and 2000s as a natural
experiment for evaluating the impact of privacy and confidentiality on survey refusal in the
Current Population Survey (CPS). The percentage of households with access to broadband
internet grew dramatically during this time frame, as did survey refusal rates. We exploit the
staggered timing of when counties across the United States first gained access to broadband
internet in order to test for a causal relationship between these trends.

We find that survey refusal increased after exposure to broadband internet. There were
no differences in full survey refusal rates (i.e., “unit” refusal) between households in counties
with versus without broadband internet in the years leading up to broadband exposure,
but household refusal rates increased immediately after county-level exposure to broadband
internet. The rise in refusal grew over time after initial exposure with the largest effects at
the end of the event study time frame (four years after exposure). We show that broadband
internet can explain nearly all of the increase in CPS refusal from 1995-2008. The actual
refusal rate increased from 4.0% to 5.5%, whereas a counterfactual rate based on our results
only increased from 4.0% to 4.2%. We find no evidence that broadband internet rollout was
associated with changes in other forms of non-response among eligible households, which
helps to validate that the estimated relationship between broadband internet rollout and
survey refusal was due to changes in respondents’ willingness to share their information

rather than coincident factors.'®

We further evaluate the relationship between privacy and survey refusal by testing two

9Gee Chicago Tribune (2018), Food Dive (2017), and Mohammed (2017) for a history of personalized
pricing and details of recent examples. See Aparicio et al. (2024), Hannak et al. (2014), and Mikians et al.
(2012) for evidence of price discrimination on the internet. See Shiller (2020) for how creating personalized
pricing using consumer demographics and web-browsing histories can increase firm profits.

0F.g., if we found evidence of decreased non-response due to inability to locate the housing unit, we
might conclude that internet use by field representatives collecting data door-to-door led to more interview
attempts, some of which happened to be refused.
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additional implications from our model. One implication is that increases in refusal associ-
ated with broadband internet should rise with individuals’ willingness to pay for a given good
or service. We find support for this using several measures of average county-level household
economic well-being as proxies for individuals” willingness to pay. The second implication is
that, for individuals who respond to at least some portion of the survey, question-level re-
fusal (i.e., “item” refusal) for items that reveal more private and sensitive information should
increase after exposure to broadband internet.!* We find support for this by comparing the
impact of broadband exposure on refusal of household family income (which is likely seen
as a relatively private and sensitive piece of information) versus householder age (which is
likely seen as less private and sensitive).!?

Finally, we also connect the survey refusal results to the model by backing out the
implied increase in a firm’s ability to infer willingness to pay that can rationalize the rise
in survey refusal. Using back-of-the-envelope calculations based upon inverting a latent
logistic decision framework, we show that as consumer surplus increases, smaller increases in
inference likelihood are needed in order to rationalize the increase in survey refusal. Using
estimates from other studies on average consumer surplus for airline tickets and for household
items purchased online from Amazon, a reasonable estimate of the implied average increase
in inference likelihood ranges from 0.02 percentage points for relatively high surplus items
such as airline tickets up to 1-2 percentage points for relatively low surplus items such as
household goods purchased from Amazon.

The remainder of the paper is organized as follows. Section 2 provides more information

on broadband internet and its role in the modern privacy landscape. Section 3 introduces

UWe use private information to mean information that is (ideally) unknown to others, whereas we use
sensitive information to mean information that could be used against an individual if it were known. Not
all private information is sensitive (e.g., a favorite childhood toy or niche hobby), while not all sensitive
information is private (e.g., criminal conviction record). The relevant information for our purposes is infor-
mation that is both private and sensitive (e.g., income or medical history), although we will use the two
terms interchangeably at times in the paper.

12The idea that income is more private and sensitive than age is supported by the existence of higher refusal
rates for income (see, e.g., Figure 9). Income non-response is frequently attributed to privacy concerns (Fobia
et al., 2025; Goldfarb & Tucker, 2012; Singer et al., 1997).
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a model for survey response with some testable implications. Section 4 describes the data.
Section 5 describes the empirical methods. Section 6 presents the results. Section 7 discusses
the back-of-the-envelope estimates for the implied change in willingness to pay inference

likelihood. Section 8 concludes.

2 Background

The economics of privacy pertains to the trade-offs associated with protecting or sharing
personal information between individuals, organizations, and governments. Acquisti et al.
(2016) highlights how the economic analysis of privacy has evolved over time. Although
economists have recognized growing concerns for individuals’ right to privacy since the adop-
tion of digital technology after World War II, consumer privacy risks have historically been
limited by the technological ability to digitally collect, store, and analyze information. How-
ever, the commercial success of the internet and proliferation of big data has led to a new
wave of privacy research on the protection of information about an individual’s preferences
or type (Acquisti et al., 2016).

Initially limited by slow and costly dial-up connectivity, the construction of broadband
infrastructure in the late 1990s led to the rapid growth of internet use by the United States
public.!3 Figures 1 and 2 show the trend in United States internet usage and broadband
internet access. Internet use grew rapidly beginning in the mid-1990s with the adoption of
home computing.'* By 2012 almost 75% of the United States population used the internet,

5

with 30 fixed broadband subscriptions per every 100 persons.!> Broadband connectivity

13The internet was first used to send and read electronic mail in 1972. However, internet access was not
publicly available in the United States until the 1990s, with the privatization of infrastructure development,
the creation of the World Wide Web, and the commercialization of user-friendly internet browsers (e.g.,
Netscape) and service providers (e.g., CompuServe and America Online) (Greenstein, 2000; Leiner et al.,
2009).

“From 1990 to 1997, the number of United States households owning computers increased from 15 to 35
percent and spending on computers and related hardware more than tripled (BLS, 1999).

15Fixed broadband subscriptions refers to fixed subscriptions for high-speed access to the public internet (a
TCP/IP connection), at downstream speeds equal to, or greater than, 256 kbit/s. It includes both residential
subscriptions and subscriptions for organizations.
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provided the high-speed bandwidth necessary to support Web 2.0 services such as keyword
search engines, e-Commerce, and social media networks. While consumers benefit from these
services via data-driven innovations, higher quality products, and better matched services
(e.g., personalization and reduced search costs), large amounts of data on individuals are
generated, stored, and exchanged on the internet as a byproduct of this activity.

Data produced and disseminated by statistical agencies can also inadvertently cause the
public disclosure of sensitive information, particularly when combined with data from third
parties. For example, using only the Social Security Administration’s publicly available
Death Master File matched to personal information from third party data brokers and social
networks, Acquisti and Gross (2009) were able to statistically infer the social security number
of some individuals with greater than 60% accuracy. Agencies such as the Census Bureau are
modernizing disclosure avoidance methods to protect respondents’ information due to rising
risks of reconstruction and re-identification attacks made possible by advances in computing
power, data science, and the available of auxiliary data (Abowd & Schmutte, 2019). While
the Census Bureau is required by law to protect the confidentiality of its respondents, it
also must deal with the fact that even perceived privacy loss risk may affect the public’s
willingness to respond and do so accurately.'® Privacy and confidentiality concerns are often
implicated as a possible cause for declining response rates in surveys such as the CPS, which
is the primary source of labor force statistics for the United States.'”

Our paper is the first we are aware of to empirically evaluate the relationship between
privacy and confidentiality and survey refusal in the CPS. It is also the first we are aware
of to use the rollout of high-speed broadband internet as a strategy for providing quasi-

experimental variation in privacy loss risk. Other studies that have evaluated particular

16Tn a 2019 public opinion poll, 81% of the public said the potential risks they face because of data col-
lection by companies outweigh the benefits, and 66% said the same about government data collection. Most
respondents expressed concern about the way their data are used by companies (79%) and the government
(64%) (PEW, 2019).

I"References to privacy as a possible cause of declining survey response in the CPS can be found in Meyer
et al. (2015) and in joint work by the Census Bureau and Bureau of Labor Statistics (BLS) on modernization
efforts (Census Bureau, 2023; Linse & Johnson, 2023). More information on the CPS can be found from the
Census Bureau (https://www.census.gov/programs-surveys,/cps.html) and BLS (https://www.bls.gov/cps/).
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explanations for rising survey refusal include Borgschulte et al. (2022), which evaluated
political partisanship and CPS refusal, and Goldfarb and Tucker (2012), which inferred that
privacy concerns have risen and evolved over time based on rising income refusal rates in
an online marketing research survey. Other related papers have studied how the ability of
firms to infer information about individuals influences financial fraud and the willingness
of individuals to share their data (Acemoglu et al., 2022; Argenziano & Bonatti, 2023;
Bian et al., 2024; Mikl6s-Thal et al., 2023). Finally, our paper is also related to work that
used the staggered rollout of broadband internet as an identification strategy for studying
the internet’s impact on other topics such as labor supply, educational outcomes, rural
connectivity, voting turnout, well-being, economic growth, and health outcomes (Atasoy,
2013; Dettling, 2017; Dettling et al., 2018; Dinterman & Renkow, 2017; Falck et al., 2014;
Johnson & Persico, 2024; Kolko, 2012; Van Parys & Brown, 2023).

3 Model and Predictions

This section presents a model to illustrate how big data can influence an individual’s decision
to respond to a federal statistical agency’s survey. We focus on price discrimination as the
cost due to privacy loss, which is the ability of firms to charge different prices to different
consumers based on their willingness to pay. Willingness to pay is generally an unobservable
characteristic, but it could be determined with high precision based on observable character-
istics such as income, sex, race, family size and structure, geographic location, and purchase
history (Acquisti et al., 2016; Council of Economic Advisors, 2015; Odlyzko, 2003).

The model includes a statistical agency, a monopolistic firm, and individuals who are both

potential respondents to the statistical agency and potential customers to the monopolistic



firm.'*®* The agency administers a household survey and disseminates data in the form of
tabulated statistics and microdata. Individuals choose whether to respond to the survey. If
an individual chooses to respond, then their information is part of the tabulated statistics
and microdata disseminated by the agency. Individuals also interact with the monopolistic
firm. The firm has its own database on potential customers and can also use the agency’s
public data. For each individual ¢ € N, their valuation for the monopolist’s product is equal
to w;. If the monopolist charges a price p < w;, then the individual will purchase the product
and receive a surplus of w; — p. If the monopolist charges a price p > w; then the individual
will not purchase the product. If the monopolist charges a price p = w; then the individual
is indifferent between purchasing the product or not and receives zero surplus in either case.

The firm’s own database allows it to infer an individual’s willingness to pay with some
likelihood. The firm can update this likelihood with intended statistical uses of the agency’s
database. For example, a firm might know a customer’s county and race, and then use the
agency’s data to learn the average income for individuals of a given race in that county.
The firm could further update this likelihood by re-identifying seemingly-anonymized indi-
viduals in the agency’s public database, thus revealing the individuals’ exact information.
For example, the firm might attempt a linkage attack by using quasi-identifiers to merge its
own database to microdata released by the agency to look for unique matches, or the firm
might perform a reconstruction-abetted attack by first rebuilding the agency’s unreleased
microdata based on published tables and statistics and then performing a linkage attack.!?

This would not be an intended statistical use of the agency’s database and represents an

18Part of our framework and notation are borrowed from Belleflamme and Vergote (2016) for analyzing
a situation in which a monopolistic firm can use a tracking technology that allows it to imperfectly price
discriminate and consumers can fully “hide” from a monopolistic firm by adopting a hiding technology to
combat the firm’s tracking technology. We modify this framework some as described below. We also borrow
from Reiter (2005) and McClure and Reiter (2012) for modeling the risk of individual identification disclosure
in microdata.

19See Heffetz and Ligett (2014) for examples of real world linkage attacks and Abowd et al. (2023), Acquisti
and Gross (2009), Garfinkel et al. (2019), and Kosinski et al. (2013) for demonstrations of reconstruction
attacks.
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unintended, re-identification-based privacy loss for the individual.?°

The key feature of the model is that individuals cannot avoid existing in the firm’s
database nor can they prevent the agency from releasing its own public database. However,
they can control whether they exist in the agency’s database, thereby controlling the addi-
tional risk of privacy loss due to re-identification risk. This feature mirrors modern society
where firms collect a large amount of consumer data since the exchange of personal data is
often required to receive goods and services.?!

We assume that the individual first interacts with the agency. The agency then dissemi-
nates public microdata and/or tabulated statistics based on the survey data. The firm then
uses its database and the agency’s public data to set a schedule of personalized prices and a
market price for individuals whose willingness to pay it could not infer. We take the firm’s
engagement in price discrimination and re-identification as given. However, it can only do
this imperfectly due in part to data limitations. Next, we discuss the agency, the monopolist,

and the individual in more detail.??

3.1 The statistical agency

The agency collects survey information on s sampled units of the population N, s < N.
Let y;r be the data collected for individual j on variable k, for £ = 0,..., K and j € s.
The variable £ = 0 is a unique individual identifier, such as a social security number or

name and date of birth, that is not released by the agency. Let y; = (y;0,Yj1, --., Yjx )" be the

20Technically, an individual could face a type of re-identification risk even when they do not exist in
the agency’s database. For instance, if some of the firm’s data is aggregate (containing the individual in
question) and the statistical agency fails to protect its respondents, then the firm can potentially subtract
out the agency’s public aggregates from their own aggregates and learn about the individual in question.
We bundle this risk into the baseline risk an individual faces if they choose not to respond.

21Belleflamme and Vergote (2016) analyze a situation in which consumers can fully “hide” from a mo-
nopolistic firm by adopting a hiding technology to combat the firm’s tracking technology. We modify this
framework such that the firm has access to their own database without a tracking technology, but they also
use data combination and linkage as a form of tracking technology. Consumers cannot hide from the firm’s
database, but they can “hide” from the statistical agency’s database and thereby avoid the additional risk.

22Belleflamme et al. (2020) and Rhodes and Zhou (2024) generalize many of the insights from Belleflamme
and Vergote (2016) to a setting with multiple sellers who still retain some market power. We leave the
extension of our model to settings with multiple sellers for future work.

10
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vector of confidential data collected for individual j. For simplicity, assume that all variables
other than the unique individual identifiers are released to the public. Let z; = (y;1, ..., Yjr)’
be the vector of released data for individual j and let Z = (z1, ..., z5) be the full database

disseminated to the public by the agency.?

3.2 The monopolist firm

The firm produces its product at a constant marginal cost that we set to zero for simplicity. A
unit mass of consumers have a unit demand for the product. The distribution of consumers’
valuations is given by the cumulative distribution function F'(w) with support [0, @], where
w € (0,00], and by a continuous and differentiable density f(w) = F'(w) > 0.

The firm has access to a database, A, on consumers. This may be data the firm collected
itself or information purchased from other entities. A contains vectors of information on
n < N individuals from the population who may or may not correspond to an individual in
database Z from the statistical agency. Let a;; be the data for individual 7 on variable j, for
7 =0,...,J and 7 € n, where a;y is a unique individual identifier that would uniquely merge
to Z if y;o were included in Z. Let a; = (a0, a1, ..., a;y)" be the vector of data for individual
i and let A = (ay, ..., a,) be the full database.

The goal of the firm is to infer every individual’s willingness to pay for its product, w;,
which we also refer to as the individual’s “type.” With probability pP"" the firm is able to
infer the consumer’s type from database A. The firm refines its inferences using the agency’s
database, Z, via intended statistical uses and re-identification attacks. If an individual is
in the agency’s database, then the firm can infer their type with probability pP°%*. When
the individual is not in the agency’s database, we denote the probability using p?%*. We
assume below that pPst > pP°" > prrier. The difference between p° and pP" depends

upon generalizable insights that can be learned from intended statistical uses of the agency’s

ZReiter (2005) includes extensions for when the agency disseminates data for only a sub-sample of the
sampled individuals and when some or all variables undergo privacy protection between collection and
dissemination.

11
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public database. The difference between pP°s* and p* Oft depends upon the ability of the firm
to re-identify individual ¢ in the agency’s database.

In terms of pricing, when an individual does not respond to the agency’s survey, this

post
—1

means that with probability p=°" the firm knows the individual’s willingness to pay and

charges the individual a personalized price p(w;) = w;, whereas with probability (1 — p%™)
the firm does not know the individual’s valuation and charges them a “regular” price p.
If the individual does respond to the agency’s survey then the firm charges this consumer
a personalized price p(w;) = w; with probability pP** and charges them a “regular” price
p with probability (1 — pP°s*). Therefore, individuals who do respond face an increased
risk of having their willingness to pay revealed to the firm (based on the assumption that
prost > p Oft) and losing out on consumer surplus if their valuation was greater than the
regular price. Individuals anticipate that they will pay an equilibrium regular price p, if
they are not identified or a personalized price equal to their valuation if they are. Given
this expectation, which determines the mass of individuals who decide to respond, the firm

uses its database in combination with the agency’s database to set prices (i.e., the regular

equilibrium price p, and a schedule of personalized prices based on individual values p(w)).

3.3 The individual

The individual decides whether to respond to the agency’s survey. The individual also decides
whether to purchase the firm’s product. We assume that the second decision occurs at some
point in the future after the first decision, once the agency has released database Z which
the firm uses to set prices. Responding comes with the benefit of individual representation in
the agency’s database, which includes benefits related to accurate data for societal outcomes
(government funding, informing policy, and aiding research), altruism, and any financial
rewards for responding. For simplicity, we assume these benefits can be aggregated to an
expected net present value equal to B.

Any individual with valuation w; > p, will have utility of B + (1 — p**)(w; — p.) if they

12



do respond (i.e., the benefits of representation plus any consumer surplus if their type is not
identified) and utility of (1 —p"%")(w; —p.) if they do not respond (i.e., any consumer surplus

2

if their type is not identified). Comparing these two alternatives, it is worth responding if:

B+ (1 - pp08t>(wi - pe) > (1 - pIiOiSt)(wi - pe)

Re-arranging and collecting terms, it is worth responding if:
B > (p7* — p"7") (w; — pe) (1)

That is, it is worth responding if the benefits of response (B) are larger than the costs. The
costs of response are the surplus gains of not being identified (w; — p.) times the change in

the likelihood of being identified due to existing in the agency’s database (pP°t — p°™").

3.4 Empirical evaluation

Equation (1) motivates the empirical part of the paper. We can rewrite the decision rule as

an indicator for refusal:

Re fusal; = I{(p"*" — p7")(w; — pe) = B},

—1

which we can also think of as a latent index model:
Pr(Refusal;) = f((p"*" — p"5")(w; — pe) — B). (2)

We cannot directly measure willingness to pay (w;) or re-identification risk (pP* — p?%") in

our data. Both could be estimated in some narrow settings, but willingness to pay is product-
specific and requires purchase history data, while re-identification risk requires knowledge
of data available to the firm and/or knowledge of how the agency protected the data it

released.?*

248ee Appendix A for more discussion of the agency’s role in controlling re-identification risk.
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Rather than measuring re-identification risk and willingness to pay directly, we use proxies
based on measures known to relate to these concepts. We propose three different tests to

empirically evaluate our model of privacy and survey response:

Hypothesis 1 We can use the rollout of broadband internet to provide quasi-experimental
variation in re-identification risk. Larger amounts of data collection made possible by broad-
band internet increased re-identification risk. Broadband internet access should therefore be

associated with an increase in survey refusal.

As described in previous sections, increases in pP°st — p¥ (;St depend upon the ability of the
firm to re-identify individual 7 in the agency’s database, and the rollout of broadband internet
dramatically and rapidly increased the ability of firms to do exactly that, via expanded data
availability and computational power made possible by the widespread adoption of high-
speed internet and its downstream applications.?> Equation (1) indicates that for a given
individual type (w;), an increase in the likelihood of the individual having their willingness
to pay revealed due to existing in the agency’s database, pP*t — p*%” increases the cost
of response and thereby reduces the number of individuals for whom response would be

worthwhile. Thus, we expect the rollout of broadband internet to be associated with an

increase in survey refusal.

Hypothesis 2 We can use measures of economic well-being as proxies for willingness to
pay. The increase in refusal associated with broadband internet access should therefore be

larger for those with greater economic well-being.

Equation (1) also indicates that for a given increase in the likelihood of an individual

having their willingness to pay revealed due to existing in the agency’s database, pPost — pP°*

—7

2°Many recent papers have documented the rising risk of reconstruction and re-identification attacks (e.g.,
Abowd & Hawes, 2024; Henriksen-Bulmer & Jeary, 2016), while others have documented specific examples
of successful re-identification, reconstruction, and inference attacks (e.g., Abowd et al., 2023; Acquisti &
Gross, 2009; Garfinkel et al., 2019; Heffetz & Ligett, 2014; Kosinski et al., 2013). In general, it is widely
recognized that the internet and its downstream applications spawned unprecedented economic and policy
issues relating to the protection of personal data (Acquisti et al., 2016).
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individuals with a larger value for the product, w;, have more to lose by having their type
revealed and thus suffer larger losses due to re-identification. Consider an individual with
w; < pe. This individual will never purchase the product and thus receives zero surplus
whether their type is revealed or not. Similarly, an individual with w; = p. is indifferent
between purchasing the product or not and receives zero surplus in either case, regardless of
whether their type is revealed. Only individuals with w; > p. are at risk of lost consumer
surplus due to having their type revealed, and this risk grows with w;. In the empirical part
of our paper, we generate measures of economic well-being that are related to (and proxy
for) willingness to pay. According to the model, these proxy measures should be associated

with larger increases in survey refusal following exposure to broadband internet.

Hypothesis 3 Some survey questions reveal more private and sensitive information than
others. Among individuals who respond to some portion of the survey, broadband internet
access should be associated with increased refusal of questions that reveal more private and

sensitive information.

While Hypothesis 1 and Hypothesis 2 deal with overall (unit) survey refusal, some in-
dividuals partially respond to the survey by answering some questions (items) but refusing
others. We can also evaluate the impact of broadband internet on item refusal. Items that
reveal more private and sensitive information are likely to be the items in a database that
increase re-identification risk and willingness to pay inference precision, which determines
pPost — P We should therefore see increases in refusal of these items following exposure

to broadband internet.
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4 Data

4.1 Survey refusal

Our analysis is based on survey refusal in the CPS basic monthly surveys from 1995-2012.2°
The CPS spans the period of rapid broadband internet service expansion during the late
1990s and early 2000s. The CPS also identifies county of residence, which is necessary for
linking the broadband data described below. The CPS is designed to interview households
once per month for four months, not interview them for eight months, and then interview
them again for the next four months.?”

Importantly for our analysis, the public CPS data includes details on the reason for non-
interviews, including refusal of the survey overall (“unit” non-response/refusal) and refusal of
specific survey questions (“item” non-response/refusal). When a household fails to respond
to the CPS survey in a certain month, it is recorded as a unit non-response and categorized as
either Type A, B, or C. Type A indicates households that were eligible to be interviewed but
were not because of refusal, absence from the home, language barriers, weather disruptions,
illness, or inability to locate the address. The data further differentiate Type A non-response
into refusal versus all other reasons. Type B indicates housing units that currently have no
residents eligible for interview (e.g., vacant or occupied by people whose usual residence is
elsewhere). Type C indicates housing units ineligible for interview, such as units that were
demolished or converted to storage/business use.

Our outcomes of interest are two types of non-response: unit non-response and item non-
response for survey questions that present varying levels of perceived privacy and sensitivity
(household wage/salary income and age). Figure 4 shows Type A, Type B, and Type C

unit non-response rates in the CPS from 1995-2012. Type B was the largest reason for unit

26We used the programs provided by the Center for Economic and Policy Research (Center for Economic
and Policy Research, 2019) to prepare the Census Bureau CPS basic monthly data.

27 As a robustness check, we merged the Census Bureau’s CPS basic monthly data files with the IPUMS
CPS data in order to use the IPUMS longitudinal household identifier and limit the sample to houses that
do not attrite from the survey (Rivera Drew et al., 2014). The results are very similar to those reported in
the paper and are available upon request.
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non-response, followed by Type A, then Type C. Both Type A and Type B non-response
rates increased during this time frame, whereas Type C non-response rates remained flat.
Figure 5 separates the Type A non-response rates into refusals versus other reasons. Both
components of Type A non-response were higher by 2012 than they were in 1995, but from
2000 onward only the refusal rate was increasing while other Type A non-response was flat
or declining. For our analysis of refusal below, we exclude Type B and Type C non-response
observations and other Type A non-response observations as these observations by definition
were not capable of being a refusal.?® We also analyze the impact of broadband rollout on
the rate of other Type A non-response, which we view as a falsification test. Hypothesis 1
claims that broadband internet impacted the likelihood of survey response due to increased
privacy loss risk. This implies that the rollout of broadband internet should impact refusal,
but not other survey-eligible non-response. Results from the falsification test help rule out
the possibility that any changes in refusal associated with the staggered rollout of broadband
internet were driven by other factors that influenced all components of Type A non-response

(such as changes in survey implementation).?

4.2 Broadband internet

To identify household access to broadband internet services, we constructed county-level
measures of broadband coverage using information from the Federal Communications Com-
mission’s (FCC) Form 477 and then merged them to the CPS. The FCC’s Form 477 is a
mandated form submitted biannually by all United States internet service providers to docu-
ment their broadband infrastructure’s geographic coverage. From 1999-2008, internet service

providers were required to submit service coverage information at the ZIP Code level.*°

28 As a robustness check, we also used samples that are restricted to eight refusal or response observations
per household to account for potential compositional effect biases as households transition into or out of
other types of non-response. These results are very similar to those reported in the paper and are available
upon request.

29Prior work suggests that changes in survey technology and methodology were not major factors in rising
non-response rates (Brick & Williams, 2013). Moreover, our analysis period begins after the major CPS
survey methodology and questionnaire redesigns in 1994.

30After 2008, the FCC changed the type of information collected and the geographic level of collection.
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Since geographic information below the county level is not in the publicly-available
CPS microdata, we harmonized and aggregated FCC 477 data from 1999-2008 to construct
county-level indicators of broadband internet access. First, we converted the FCC ZIP Code
data to the county level by merging county information from the ZIP Code-county crosswalk
developed by the U.S. Department of Housing and Urban Development (HUD).3! Then, we
constructed summary measures of the FCC data at the county level based on the presence
of at least one provider in a county, the number of providers in a county, and the fraction of
a county’s household addresses that have at least one provider in their Zip Code.3?

Figure 6 summarizes the FCC broadband coverage information. The top row summarizes
the proportion of ZIP Codes and counties with at least one broadband internet service
provider over time. The second row summarizes the average number of broadband internet
service providers at the ZIP Code and county level over time. The third row summarizes
the proportion of each county’s residential addresses with a broadband service provider over
time (the first column of the third row shows the average share of a county’s addresses with
a service provider in their ZIP Code over time, while the second column of the third row
shows the proportion of counties with a service provider in 100% of Zip Codes over time).

For the analysis below, we use a treatment variable based on the summary measure in
the bottom-right figure of Figure 6. That is, a county is considered “treated” when every
ZIP Code in the county has a broadband internet service provider. Requiring the whole
county to have a broadband internet service provider before it is considered “treated” may
seen likely to underestimate coverage, but the awvailability of internet service is known to

over-state internet usage, so our definition likely mitigates some of this bias since not all

31The crosswalk can be downloaded from https://www.huduser.gov/portal /datasets/usps_crosswalk.html.
Converting ZIP Codes to counties is an imperfect process because ZIP Codes are created by the U.S. Postal
Service for mail delivery and do not always nest within county borders. When a ZIP Code in the FCC data
is associated with more than one county in a single time period, we create multiple records for that ZIP
Code-year observation — one for each county that it falls within. ZIP Code-county pairings are based on
the existing pairings in 2010 Q1, which is the earliest version of the HUD crosswalk. Any ZIP Code-county
pairings that existed from 1999-2008 but no longer existed in 2010 Q1 do not exist in the crosswalk and thus
will not appear in our 1999-2008 county-level FCC data.

32The HUD crosswalk also has information on the fraction of each county’s residential addresses that fall
within each ZIP Code.
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persons in a county may use the internet. This can be seen by comparing the different
summary measures in Figure 6 to the household-level internet usage data according to the
CPS shown in Figure B1 in Appendix B. Actual household usage data tracks best with our
preferred treatment measure based on the availability of a provider in all ZIP Codes in a
county: estimated internet usage at home increased from about 20% in 1998 to about 80% in
2012, whereas the proportion of counties with a service provider in every zip code increased
from about 15% in 1999 to about 85% in 2008.33

We merge our county-year broadband availability measures to the CPS data using the
county of residence associated with each household in the given CPS year. Since the FCC
data cover 1999-2008, we use CPS data from 1995-2012 in order to use leading and lagging
treatment effects in some of our analyses.** Households located in counties whose identifiers
were suppressed in the CPS were dropped from the sample.?

Table 1 shows summary statistics for our broadband service treatment variable in the
full FCC 477 data and in the subset of FCC 477 data that successfully merge to identifiable
counties in the CPS. The table reports the total number of counties in each case, along with a

tabulation of when each county was treated. The full FCC 477 data contains information on

33We considered defining treatment as occurring once there is at least one provider in the county, regardless
of whether all ZIP Codes or all residences have access to a provider, but there is little variation in this
treatment variable during our time frame because most counties received their first provider before the
FCC data series began (see the top-right panel of Figure 6). We also considered defining treatment with a
continuous variable based on the number of providers in a county, but our analysis below is based on two-way
fixed effects models with staggered treatment, which have identification challenges that are more difficult to
solve with continuous variables (Borusyak et al., 2024; Callaway et al., 2024; Callaway & Sant’Anna, 2021;
Goodman-Bacon, 2021). Many strands of empirical research have shifted from using continuous treatment
variables to binary ones for this reason. See, e.g., the recent minimum wage literature (Cengiz et al., 2019;
Clemens & Strain, 2021; Hampton & Totty, 2023).

34The leading and lagging years allow us to have balanced time windows for event study figures later in the
paper, but they also present a challenge for classifying treatment status before the FCC 477 started in 1999
and after it ended in 2008. We feel confident leaving zero counties as fully treated before 1999, given that
the rollout of broadband internet did not begin until the late 1990s. It is more challenging to determine how
to handle counties in the merged FCC-CPS dataset that were still untreated as of June 2008. In our main
analysis, we assume these counties were treated by the end of 2008. This seems like the most reasonable
“blanket” treatment assumption, given that all identifiable counties in the CPS have large populations and
therefore likely had a reasonable level of internet availability. As a robustness check, Table B1 in Appendix
B shows an alternate version of our main results that drops all CPS data after June 2008 in order to avoid
the issue altogether.

35The CPS public microdata file suppresses county identifiers for counties with a population below 100,000.
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3,222 total counties, whereas the linked data contains information on 333 counties. Figure 7
shows the geographic dispersion of the staggered treatment timing in the full FCC 477 data,

while Figure 8 shows the dispersion in the merged data.

4.3 Item refusal and economic well-being

As described in Section 3.4, we also evaluate heterogeneity in the impact of broadband
internet on survey refusal by item sensitivity and proxies for willingness to pay. For item
sensitivity, we focus on item-level refusal (rather than unit refusal) among households who
responded to some portion of the survey. We study refusal of householder age and household
income. The income question is likely viewed by many individuals as a private and sensitive
piece of information, while age is likely viewed as less private and sensitive. Income directly
impacts many economic and societal household outcomes. Income is also less likely to be
publicly available and /or easily estimated. The idea that income is considered a more private
and sensitive topic than age is consistent with the fact that the refusal rate for household
income is much higher than that of age, as seen in Figure 9.3

We produce several different economic well-being measures as proxies for willingness to
pay. While willingness to pay is product-specific and person-specific, it is also known to
correlate with financial resources for many products. Many goods and services offered by
firms that have market power and/or attempt to price discriminate are known to have posi-
tive income elasticity of demand, meaning that firms are likely to charge more to consumers
with higher levels of income. Examples include colleges who may have market power due to
location, prestige, or fields of study and who target financial aid based on family income; air-
lines who may have market power due to limited competition in origin-destination pairs and
who charge dynamic prices (based on customer type, flight demand, and purchase timing)
and offer tiered pricing in the form of class-specific ticket fares, airline membership benefits,

and lounge access; and online retailers who can target advertising and discounts or charge

36For our analysis of income and age refusal, we exclude unit non-response observations, as these obser-
vations were not capable of being an item refusal by definition.
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personalized prices based on user attributes including income.?”

There are many well-being proxy variables we could construct and many different ap-
proaches to incorporate proxy variables into statistical models. For robustness, we consider
four different approaches common in the proxy measurement literature (Lubotsky & Witten-
berg, 2006). First, we simply use average total household income (combined from all sources)
in each county-year-month. Second, we instrument for the total household income proxy us-
ing average household wage and salary income in each county-year-month. Third, we sum-
marize five different county-year-month economic well-being measures (average household
income, percent of households with a person who has employer-sponsored health insurance,
percent of households not in poverty, percent of households with no members on welfare, and
percent of households with no members who have a work-limiting disability) by performing
principal component analysis and extracting the first component.®® Fourth, we include all
five of the well-being measures individually and use the sum of their coefficients as the esti-
mate of the effect of willingness to pay. All of the proxy measures were standardized to have

a mean of zero and standard deviation of one before use in the regression models.

5 Empirical Methods

To empirically evaluate Hypothesis 1 from Section 3.4, we use a difference-in-differences
framework leveraging the staggered rollout of broadband internet services across United

States counties:

Re fusedyenm: = BBroadbandq,; + a + 0r + Vm + €nemt- (3)

Re fusedpen is a binary indicator for unit refusal for household h (observed in county ¢ and

37See Avery and Hoxby (2004) for discussion of the interaction between price discrimination and income
in college financial aid, Aryal et al. (2024) for the airline industry, and Simonovska (2015) for online retail.

38The first component loads positively on all five measures, has an eigenvalue of 1.811, and explains 36.24%
of the variation that is accounted for by the first five components. The next four components each have an
eigenvalue between 0.64 and 0.97 and each explain between 12% and 20% of the remaining variation.
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month m of year t). Broadband.; is a binary indicator for whether county ¢ had broadband
availability in all ZIP Codes by month m of year ¢. The model includes county fixed effects
(cve), year period fixed effects (J;), and calendar month fixed effects (v,,). The residual term
1S €pemi-

We first estimate the model using ordinary least squares (OLS).3? This type of model
is commonly referred to as a “two-way fixed effects” (TWFE) model, in the sense that it
accounts for fixed effects in both the cross-section dimension of the data (counties) and time
dimension of the data (years). The coefficient § represents the estimated change in the prob-
ability of household survey refusal after a household’s county gains broadband internet. The
TWFE methodology in this setting has two key identification assumptions: (1) (conditional)
parallel trends between treated and non-treated counties, meaning that the evolution of re-
fusal in treated counties would have mirrored that of non-treated counties in the absence of
treatment; and (2) homogeneous treatment effects between units and within units over time.
Standard errors are always clustered at the county level.

We also estimate an event study version of (3) that estimates the evolution of refusal

before and after gaining broadband internet:

4

Refusedyem: = Z BsBroadband s + e + 6 + Y + €nemt- (4)
s=—4

The term f; is the estimated difference in the probability of refusal s periods before/after
gaining access to broadband between households treated at time ¢ and non-treated house-
holds. Event study results can provide evidence of dynamic effects that play out after
exposure. For example, the impact of broadband internet on survey refusal may be delayed
as firms improve their tracking capabilities and households become aware of the associated
risks. Event studies can also provide evidence for the plausibility of the conditional parallel

trends assumption associated with difference-in-differences methods. Evidence of different

39We also estimate equation (3) using a logit model. The results are shown in Table B2. We report the
OLS results in the main text because they are more comparable to the imputation results from Borusyak
et al. (2024) that we discuss below.
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trends in refusal in the years before gaining broadband internet access may suggest other
differences between treated and non-treated counties that are not attributable to broadband
internet access.’

The second assumption, homogeneous treatment effects between units and within units
over time, is especially unlikely to hold in many empirical settings, in which case the TWFE
approach may fail to recover the average treatment effect. While the TWFE approach
described in equations (3)-(4) is a common model, it is well-documented that TWFE models
with staggered treatment timing estimated via OLS are subject to potential biases that arise
due to the fact that treated units can serve as controls for later-treated units (Borusyak et
al., 2024; Callaway & Sant’Anna, 2021; De Chaisemartin & d’Haultfoeuille, 2020; Goodman-
Bacon, 2021; Sun & Abraham, 2021). In order to evaluate the robustness of our results to
this issue, we also report results using a modified TWFE estimation method from Borusyak
et al. (2024). The method is based upon the construction and use of “clean controls” rather
than the problematic controls described above. Borusyak et al. (2024) achieves this by
first estimating the TWFE model on untreated observations only, then using the estimated
parameters to impute counterfactual observations for the treated observations.*!

To empirically evaluate Hypotheses 2 and 3 from Section 3.4, we also evaluate heterogene-
ity in the impact of broadband internet on survey refusal by item sensitivity and economic
well-being. For Hypothesis 2, we add measures of economic well-being, which serve as a prox-
ies for willingness to pay, as covariates and also interact them with the broadband treatment

variable:

40Visual evidence based on event study TWFE figures estimated via OLS is generally not sufficient to
formally reject or fail to reject the assumption of conditional parallel trends, although it is a common check.
However, we also use an imputation estimator described below which does formally test for parallel trends
in pre-treatment periods of an event study.

“1The method from Borusyak et al. (2024) has some advantages over other recent approaches. One
advantage is that it allows for more flexibility with respect to covariates and complex specifications, including
the use of additional fixed effects beyond the so-called “two-way” fixed effects (e.g., calendar month fixed
effects). Another advantage is that it allows for the use of not-yet treated units as controls, rather than
only using never-treated or last-treated units. This is valuable in our setting since most counties are treated
by the end of the time frame and the ones that are not, or are treated last, may be different than counties
treated earlier. See De Chaisemartin and d’Haultfoeuille (2023) for additional discussion.

23


https://observations.41

Re fusedpem: = P1Broadband,; + PoEW Bepni + B3 Broadband ., * EW Byt

+ (0% + 515 + Ym + €hemis (5)

where EW B,,,; represents one of the well-being measures described in Section 4.3. For
Hypothesis 3, we switch our analysis from unit refusal to item refusal. We analyze household
income refusal and householder age refusal in a pooled regression. We include an indicator
for the more sensitive question (household income) and also interact it with the broadband

treatment variable:

Refusedgpemt = B1Broadband.,, + BaSensitive, + [f3Broadband.,, * Sensitive,

+ 0% + 5t + Ym + €ghemts (6)

where Refusedgpenm: indicates refusal of question ¢ by household i (observed in county ¢ and

month m of year t).

6 Empirical Results

6.1 Unit refusal

The difference-in-differences results for unit non-response are shown in Table 2. Columns
(1) and (2) show results for the effect of staggered broadband rollout on survey refusal.
Columns (3) and (4) show results for the falsification test based on other Type A non-
response. Columns (1) and (3) show OLS estimates of equation (3) in the previous section,
whereas columns (2) and (4) show estimates using the imputation approach from Borusyak
et al. (2024).

The results show an increase in refusal after availability of broadband internet. The OLS
coefficient estimate in column (1) is statistically significant at the 1% level. The magnitude of

0.00513 corresponds to approximately a 0.5 percentage point increase in survey refusal, which

24



is approximately a 10% increase from the sample mean refusal rate of 5.01% over the sample
period. The imputation-based estimate in column (2) is also statistically significant at the
1% level and is even larger in magnitude. The coefficient estimate of 0.00853 corresponds to
approximately a 0.9 percentage point increase in survey refusal, which is approximately an
18% increase from the sample mean refusal rate of 5.01% over the sample period. Thus, the
evidence that exposure to broadband internet increases survey refusal is even stronger when
we account for potential biases associated with OLS estimation of the TWFE specification.

The results show no relationship between broadband and other Type A non-response.
The OLS coefficient estimate in column (1) is not statistically significant. The magnitude
of 0.00349 corresponds to approximately a 0.3 percentage point increase in non-response,
which is approximately an 8% increase from the sample mean non-response rate of 3.93%
over the sample period. The imputation-based result in column (2) is also not statistically
significant and is even smaller in magnitude. The coefficient estimate of 0.00143 corresponds
to approximately a 0.1 percentage point increase in non-response, which is a 2.5% increase
from the sample mean non-response rate of 3.93% over the sample period. Thus, while
broadband exposure is associated with an increase in survey refusal, there is no association
with other types of survey-eligible non-response. This suggests that the increase in refusal
is due to broadband exposure itself, rather than other coincident factors that could also
increase other types of non-response, such as changes in survey instruments or changes in
surveyor training.

Next, we turn to the event study results for additional evidence. Figure 10 shows the
event study results from equation (4) for survey refusal (left sub-figure) and other Type A
non-response (right sub-figure). The results for refusal provide additional evidence support-
ing a relationship between broadband internet exposure and survey refusal. The leading
coefficients are near zero and not statistically significant, which indicates that treated and
non-treated counties have no distinguishable differences in survey refusal before broadband

exposure and suggests plausibility of the conditional parallel trends assumption. After ex-
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posure, the coefficients are consistently positive and statistically different from zero, indi-
cating statistically higher refusal rates in treated counties beginning immediately after full
treatment. The coefficients are generally increasing in magnitude with additional years of
exposure to broadband internet, indicating that there are also time dynamics causing the
likelihood of survey refusal to grow over time. This could be because it takes time for firms
to enhance their tracking technologies and/or it takes time for individuals to become aware
of the privacy risks associated with broadband internet.

The results for other Type A non-response in the right sub-figure of Figure 10 show no
relationship with broadband internet exposure. The leading coefficients are near zero and
not statistically significant (except for the OLS results, which are negative and significant
for some of the leading time periods). After exposure, all the coefficients remain near zero
and are not statistically significant. Collectively, the two figures support the conclusion that
broadband internet exposure is causing an increase in survey refusal.

Finally, a convenient feature of the imputation estimator used above is that we can
plot a counterfactual rate of refusal (or rate of other Type A non-response) in the absence
of broadband internet. The average treatment effect reported earlier in the paper is the
average difference between the actual refusal status observations (or other Type A non-
response observations) and the imputed counterfactual refusal status observations (or other
Type A non-response observations). Instead of averaging the difference between the actual
and imputed observations across all individuals and years, we can plot the average rates of
actual refusal and imputed refusal over time. This allows us to visualize the cumulative and
dynamic effect of broadband internet on the overall refusal rate. Figure 11 plots the actual
rates of refusal and other Type A non-response over time as well as their counterfactual
rates, based on the sample used in the imputation regressions. For refusal, the actual and
counterfactual trends begin to separate in 1999, the first year that some counties are fully
exposed to broadband internet based on the FCC 477 data. The actual refusal rate increased

every year from 2000 through 2007, starting at 4.2% and ending at 5.5%. The counterfactual
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refusal rate was essentially flat over the same time frame, starting at 4.0% and ending at
4.2%. This suggests that nearly all of the increase in unit-refusal during this time can be
explained the staggered rollout of high-speed broadband internet. For other Type A non-
response, the actual and counterfactual rates are nearly identical.

The results discussed so far support Hypothesis 1 from Section 3.4 that access to broad-
band internet can serve as a measurable technology shock that increased re-identification risk,
and that survey refusal increased after exposure to broadband internet. Next, we explore

effect heterogeneity to further assess Hypotheses 2 and 3 described in Section 3.4.

6.2 Effect heterogeneity

The prior section shows evidence that exposure to broadband internet caused an increase
in survey refusal, supporting Hypothesis 1. In order to further assess that this relationship
is due to changes in privacy loss risk, we now evaluate Hypotheses 2 and 3 from Section
3.4, which test for heterogeneous effects of broadband internet as implied by the model from
Section 3.

First, we consider heterogeneity in the effect of broadband exposure on survey refusal
by measures of economic well-being. As shown in equation (1) from Section 3.3, the costs
of response scale with individual consumer surplus. This is because individuals with larger
willingness to pay have more potential consumer surplus to lose from lost privacy. Hypoth-
esis 2 claims that we can use measures of economic well-being to proxy for willingness to
pay, and that the impact of broadband exposure on refusal should therefore be larger for
those with greater economic well-being. Columns (1) through (4) of Table 3 test this hy-
pothesis using the regression model from equation (5) in Section 5. Column (1) uses mean
county-year-month total household income as the proxy for economic well-being. Column
(2) instruments for mean county-year-month total household income with mean county-year-
month household wage and salary income. Column (3) uses the first principal component

from a collection of five county-year-month household economic well-being indicators de-
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scribed in Section 4.3. Column (4) includes each of the five well-being indicators in the
regression individually and then sums the coefficients from each proxy to get the estimated
impact of economic well-being (Lubotsky & Wittenberg, 2006).

The broadband exposure variable is interacted with the proxies to capture the differential
impact of broadband exposure for households with greater willingness to pay as proxied for by
county-level measures of economic well-being. The well-being measures are also included in
the regression separately to adjust for baseline (pre-exposure) differences in refusal associated
with economic well-being. The well-being measures are standardized to have a mean of zero,
so the broadband variable coefficient by itself now represents the impact of exposure to
broadband internet on survey refusal for counties at the mean level of economic well-being.
This coefficient is positive and statistically significant at the 1% level for all four columns,
indicating that exposure to broadband is associated with increases in survey refusal for
counties at the mean level of well-being. The coefficient for the economic well-being variable
alone is negative in all four columns and statistically significant in three of them, indicating
that baseline refusal rates are somewhat lower for counties with greater well-being measures.
This could indicate higher baseline levels of public spirit or trust in government for households
with greater economic well-being, among other explanations.

The coefficient for the interaction between broadband exposure and economic well-being
is our main variable of interest. The coefficient is positive and statistically significant in all
four columns, indicating a larger increase in survey refusal for households located in counties
with greater measures of economic well-being. Thus, the results in columns (1) through (4)
support Hypothesis 2 that measures of economic well-being can proxy for willingness to pay
and therefore increases in survey refusal associated with broadband exposure are larger for
counties with greater economic well-being.

Next, we consider item refusal among individuals who responded to at least part of the
survey. As described in Hypothesis 3, if increases in refusal are due to privacy concerns, then

we should see increases in item refusal that are larger for (or only exist for) items that reveal
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more private and sensitive information. Column (5) of Table 3 evaluates this hypothesis
using the pooled interaction regression for householder age refusal and household income
refusal described in equation (6) from Section 5.

The broadband exposure variable is interacted with an indicator for the household income
question in order to capture the differential impact of broadband exposure on refusal of more
sensitive questions. The indicator is also included in the regression separately to adjust for
baseline (pre-exposure) differences in refusal between the two questions. The coefficient
for the broadband variable by itself now represents the impact of exposure to broadband
internet for the less sensitive item (householder age) only. This coefficient is negative and
statistically significant at the 1% level, indicating that exposure to broadband internet is
actually associated with a reduction in refusal of the householder age question. This could
indicate that respondents do not view age as a private and sensitive topic and thus other
factors besides changing privacy loss risk due to internet exposure are influencing its changing
refusal rate. The coefficient for the sensitive household income question is positive and
statistically significant at the 1% level, capturing the larger baseline refusal rate for the
income question.

The coefficient for the interaction between broadband exposure and the sensitive income
question is our main variable of interest. The coefficient is positive and statistically significant
at the 1% level, indicating a larger increase in refusal associated with broadband exposure
for the household income question. Panel B of Table 3 reports the full effect of broadband
internet exposure on item refusal separately for householder age and household income. The
effect for householder age is simply the coefficient for the broadband indicator in Panel A of
Table 3 (-0.01101, statistically significant at the 1% level). The effect for household income
is based on the linear combination of the three coefficients in Panel A compared to the
coefficient for just the sensitive income indicator alone. The effect is 0.0143, statistically
significant at the 1% level. Thus, the results for item refusal are consistent with Hypothesis

3 that household income is a more private and sensitive topic than householder age and
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therefore increases in item refusal associated with broadband internet are driven by refusal

of the sensitive (income) item.

7 Implied Empirical Change in Privacy Loss Risk

To further connect the empirical results for survey refusal with the model from Section 3,
we perform a back of the envelope calculation to estimate an implied increase in privacy
loss risk that would rationalize the observed rise in survey refusal following the rollout of
broadband internet. In the model, individuals refuse to respond when the expected loss from
additional inference on their willingness to pay exceeds the benefit of participation. As seen
in equation (1), this loss is increasing in both the change in posterior inference, p?st — p* Oft,
and the individual’s consumer surplus for the product, w; — p.. Because we cannot observe
pPost — P directly, we use the estimated refusal effect (8) from the difference-in-differences
regression (0.0085 in column 2 from Table 2) to infer what value of pP°*t — p**** would be
necessary to explain the observed behavior, given reasonable assumptions about consumer

surplus.

Recalling Section 3.4, we model an individual’s decision to refuse participation as:

Refusal; = 1{X; > 0},

with latent index:

X; = Ap(w; —p.) — B+ ¢,

o0st

where Ap represents the change in posterior inference (pP°** — ™) and ¢; is an idiosyncratic

term. Assuming a logistic distribution, ¢; ~ Logistic(0,1), the probability of refusal is:

1

P, = Pr(Refusal; =1) = 1o %
e

X; = Ap(w; — pe) — B.

Differentiating with respect to Ap gives:
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For a small change in Ap, the linear approximation for the change in probability of refusal
is:

AP, = 55; * Ap = f(Xi) * (wi — pe) * Ap.

In our difference-in-differences regression,  measures the average change in refusal prob-
ability due to the rollout of broadband internet. Interpreting £ as AP; averaged over indi-

viduals gives:

B f(X)*(w—pe)*Ap,

where w — p, is a representative value of consumer surplus and f(X) is the logistic density

evaluated at a representative level. Solving for Ap gives:

_ p
= 0w w ) v

To make the interpretation concrete, we consider a few representative products and ser-
vices whose consumer surplus has been estimated in the literature and we evaluate the
logistic density at the participation threshold, f(X = 0) = i. First, we consider airline
tickets, which is likely among the more expensive products that many consumers purchase
with some regularity. Aryal et al. (2024) estimates that the average consumer surplus per
airline flight from 2009-2011, assuming pricing strategies that leave airlines unable to seg-
ment passengers based on willingness to pay, was $145. Plugging 8 = 0.0085, f(X) = 0.25,
and (w — p.)=145 into equation (7), we get Ap = 0.00023. Next, we consider online retail
shopping. Farronato et al. (2025) estimates that consumer surplus per search on Amazon

for products from six common categories (health, paper products, household items, apparel,

electronics, and personal care) is $3.12, assuming no personalization of pricing or search
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results. Plugging 8 = 0.0085, f(X) = 0.25, and (w — p.)=3.12 into equation (7), we get
Ap = 0.01090.

The interpretation of Ap is the percentage point change in the likelihood that the firm
will be able to infer a consumer’s willingness to pay. Thus, our estimate of this change
ranges from 0.023 percentage points for airline tickets to 1.09 percentage points for products
frequently purchased on Amazon. These implied changes would increase modestly if the
estimates of consumer surplus for airline tickets and Amazon products were deflated to price
levels corresponding to the time range of broadband expansion. They would also increase
modestly for small reductions in the assumed value of f(X).

Figure 12 shows how the implied change in willingness to pay inference needed in order
to rationalize the estimated increase in survey refusal changes with consumer surplus and
with f(X). The figure illustrates that as consumer surplus increases, a smaller value of Ap
is needed in order to rationalize the increase in survey refusal. For consumer surplus of $1,
the implied change in inference likelihood is nearly 3.5 percentage points, whereas at $10
the implied change is below 0.5 percentage points and continues to asymptote toward zero
for larger values of consumer surplus. The figure also illustrates that our implied values of
Ap are not very sensitive to modest changes in the assumed value of f(X). Assuming an
average consumer surplus of $3 (similar to the estimate from Farronato et al. (2025)), the
implied change only ranges from approximately 0.9 to 1.3 percentage points as f(X) ranges

from 0.2 to 0.3.

8 Conclusion

We evaluate the relationship between privacy and rising survey refusal rates. We first intro-
duce a model of an individual’s decision to respond to a federal statistical agency’s survey.
In the model, individuals have the choice of whether to respond to the survey, the statistical

agency uses individuals’ survey responses to disseminate public data, and a monopolistic
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firm attempts to price discriminate by inferring individuals’ willingness to pay for its prod-
uct using its own database and the agency’s public data. If the individual is in the agency’s
database, then they face additional inference risk due to the possibility that the firm will
re-identity them in the data and learn their information directly. The decision rule for in-
dividual survey response is a function of both the marginal change in probability of having
their type revealed to the firm due to existing in the agency’s database and the individual’s
willingness to pay for the monopolistic firm’s product. We then evaluate the relationship
between privacy and survey refusal empirically by using the rollout of broadband internet as
a privacy-reducing technology shock that enhanced the ability of firms to infer individuals’
willingness to pay and offer personalized pricing. The staggered rollout of broadband inter-
net across the United States provides a natural experiment for evaluating the evolution of
survey refusal around the time of broadband rollout.

We find that full survey refusal (i.e., unit refusal) in the CPS increased when broadband
internet was made available in a given county. The increase in refusal grows over time
following initial exposure. The rollout of broadband internet can explain nearly all of the
rise in survey refusal between 1995 and 2012. There was no increase in other types of unit
non-response associated with broadband exposure, suggesting that the increase in refusal
was not driven by other coincident factors.

We test two additional implications of our model to evaluate changing privacy risk as
the underlying mechanism. One implication is that increases in refusal associated with
broadband internet should be larger for individuals with larger willingness to pay, as these
individuals have more to lose from firms inferring their willingness to pay. We find support for
this using county-level measures of household economic well-being as proxies for willingness
to pay. The other implication is that, among individuals who do respond to some portion of
the survey, broadband exposure should be associated with an increase in item refusal that
is concentrated among items that reveal more private and sensitive information. We find

support for this comparing the impact of broadband exposure on refusal of household income
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versus householder age.

Future work should consider other important ramifications of privacy and confidentially
for survey response. Our results suggest that the rollout of broadband internet can explain
a large fraction of the rise in survey refusal from 2000 through 2008, but survey refusal rates
continued to rise after the time frame of our analysis. Many societal factors impacting privacy
and confidentiality also evolved after the time frame of our analysis, such as the proliferation
of data breaches. There is also the question of how privacy and confidentially concerns have
impacted survey data accuracy, rather than response rates. Finally, many statistical agencies
have begun to modernize their disclosure avoidance efforts in recent years and future work

should assess the impact of these modernization efforts on refusal rates and data accuracy.
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Figures and Tables

Figure 1: Internet Usage Among the United States Population
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Notes: Percent of individuals using the internet in the United States over time. Vertical
lines correspond to the beginning and end of our time frame of analysis.

Figure 2: Broadband Subscription Service Growth
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Notes: Number of fixed broadband subscriptions over time over time in the United States.
Vertical lines correspond to the beginning and end of our time frame of analysis.
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Figure 3: Refusal Rates Across Major Household Surveys

4+

.3
e CPS-ADF/ASEC
e SIPP (Wave 1)

24 e NHIS
e CE Survey
e GSS

.14

0_

T T T T T
1980 1990 2000 2010 2020

Year
Source: Meyers, Mok, and Sullivan, 2015

Notes: Refusal rates for the Current Population Survey Annual Demographic File/Annual
Social and Economic Supplement (CPS), the Survey of Income and Program Participation
(SIPP), the Consumer Expenditure (CE) Survey, the National Health Interview Survey
(NHIS), and the General Social Survey (GSS). See Meyers, Mok, and Sullivan (2015) for
additional details.
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Figure 4: CPS Non-Response Rates by Type, 1995-2012
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Notes: Type A non-interviews correspond to survey-eligible households that could not be in-
terviewed due to reasons such as refusal, absence from the home, language barriers, weather,
illness, or inability to locate the address. Type B non-interviews correspond to households
that were ineligible for interview because they were unoccupied or occupied solely by persons
not eligible for interview. Type C non-interviews correspond to households that were inel-
igible for interview because they have been demolished or converted into a non-residential
address.
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Figure 5: Type A Non-Response and its Components, 1995-2012
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Notes: Type A non-interviews correspond to survey-eligible households that could not be in-
terviewed due to reasons such as refusal, absence from the home, language barriers, weather,
illness, or inability to locate the address. We decompose the Type A non-interviews into
refusals and all other Type A non-interviews.
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Figure 6: Broadband Internet Availability Over Time in FCC 477 Data
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Notes: Figures are based on the Federal Communication Commission’s Form 477 data (FCC
477). FCC 477 is a mandated form submitted biannually to all United States internet service
providers in order to document their broadband infrastructure’s geographic coverage. The
public data reports the number of broadband providers at the ZIP Code level from 1999-
2008. We aggregated the data to the county level using ZIP Code-county crosswalks from
the U.S. Department of Housing and Urban Development (HUD).



Figure 7: First Year of County-Level Broadband Internet Coverage in FCC 477 Data
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Notes: Figure is based on the Federal Communication Commission’s Form 477 data (FCC
477). The year of coverage shown in the figure is first year during which all ZIP Codes in the
county had a broadband internet service provider. Counties without full coverage by 2008
are labeled “untreated.”

47



Figure 8: First Year of County-Level Broadband Internet Coverage in Merged FCC-CPS
Data
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Notes: Figure is based on merged data between the Federal Communication Commission’s
Form 477 data (FCC 477) and the Current Population Survey. The year of coverage shown
in the figure is first year during which all ZIP Codes in the county had a broadband internet
service provider. Counties without full coverage by 2008 are labeled “untreated.” The merged
data contain fewer counties because the CPS suppresses county identifiers for counties with
fewer than 100,000 people
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Figure 9: Selected Item Refusal Rates, 1995-2012
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Notes: Household income refusal is based on the question that asks the household reference
person to provide the total income of all family members in the household. Age refusal is
based on the question that asks the reference person their age.

Figure 10: Event Study Results for Broadband Internet Exposure and Unit Non-Response
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The outcome variable in the regressions is either an indicator for refusal of the entire survey
(left sub-figure) or other Type A non-response (right sub-figure). “OLS” refers to ordinary
least squares estimates of the regression specification from equation (4) of the main text.
“Imputation” refers to estimation of equation (4) using the imputation-based estimator from
Borusyak et al. (2024). Standard errors are clustered at the county level. The capped lines
represent 95% confidence intervals.
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Figure 11: Counterfactual Rates of Refusal and Other Type A Non-Response in the Absence
of Broadband Internet
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The figure shows the actual and counterfactual rates of refusal (left sub-figure) and other
Type A Non-Response (right sub-figure) in the CPS basic monthly data. The counterfactual
rate is based on the imputation estimator from Borusyak et al. (2024). See Section 6.1 for
more details.
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Figure 12: Implied Change in Inference Probability Needed to Rationalize the Increase in

Refusal
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The figure shows the implied change in privacy loss risk (firm inference of individuals’ will-
ingness to pay) from equation (1) caused by the rollout of broadband internet, based upon
the estimated change in survey refusal caused by the rollout of broadband internet. See

Section 7 for more details.
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Table 1: In-Sample County Counts By Broadband Treat-
ment Year

Treatment Year FCC Data Merged FCC-CPS Data
1999 419 105
2000 473 7
2001 449 24
2002 441 18
2003 406 3
2004 349 48
2005 348 17
2006 31 0
2007 49 12
2008 30 13
Untreated by June 2008 146 16
Total Counties 3,222 333

Notes: The table reports the total number of counties in the FCC
477 data and in the FCC 477 data merged to the CPS, tabulated by
the first year during which all ZIP Codes in the county had at least
one broadband internet provider. The FCC 477 data are based
on all counties in the United States and Washington, D.C. The
merged data contain fewer counties because the CPS suppresses
county identifiers for counties with fewer than 100,000 people.
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Table 2: Difference-in-Differences Results for Broadband Internet Exposure and Unit Non-
Response

Unit Refusal Other Unit Non-Response
(1) (2) (3) (4)
OLS Imputation OLS Imputation
Broadband 0.00513*** 0.00853*** 0.00349 0.00143
(0.00144) (0.00205) (0.00249) (0.00239)
County fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes
Month fixed effects Yes Yes Yes Yes
Observations 4,575,447 4,575,447 4,762,779 4,762,779

Notes: The outcome variable in the regressions is an indicator for either refusal of the entire survey (columns
(1) and (2)) or other Type A non-response besides refusal (columns (3) and (4)). “OLS” refers to ordinary
least squares estimates of the regression specification from equation (3) of the main text. “Imputation” refers
to estimation of equation (3) using the imputation-based estimator from Borusyak et al. (2024). Standard
errors are clustered at the county level.
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Table 3: Effect Heterogeneity by Consumer Surplus and Item Sensitivity

Unit Refusal Item Refusal

(1) (2) 3) (4) (5)

Panel A: Model coefficients

Broadband 0.00548%** 0.00382**%*  0.00469***  0.00498%** -0.0110%**
(0.00159) (0.00134)  (0.00161)  (0.00164) (0.00407)
Surplus -0.00196 -0.00395%* -0.00232* -0.00309*
(0.00130) (0.00152) (0.00119) (0.00163)
Broadband x Surplus 0.00343***  0.00537*** 0.00272** 0.00354**
(0.00127)  (0.00160)  (0.00123)  (0.00158)
Sensitive 0.1086***
(0.00487)
Broadband x Sensitive 0.0253***
(0.00560)
Panel B: Effect of broadband exposure
On householder age refusal -0.0110%***
(p-val=0.007)
On household income refusal 0.0143***

(p-val=0.006)

Consumer surplus proxy method OLS 2SLS PCA Multi

County fixed effects Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes
Month fixed effects Yes Yes Yes Yes Yes
Observations 4,467,994 4,467,994 4,467,994 4,467,994 8,573,164

Notes: Columns (1) through (4) interact exposure to broadband internet with proxies for consumer surplus based
on economic well-being. Column (1) uses mean county-year-month total household income (“OLS”). Column
(2) instruments for total household income with household wage and salary income (“2SLS”). Column (3) uses
the first component from principal component analysis applied to a collection of five household-level economic
variables averaged by county-year-month (“PCA”). Column (4) includes each of the five household economic
variables in the regression individually and then sums the coefficients from each proxy to get the estimated
impact of consumer surplus. (“Multi”). See Section 4.3 for more information on the construction of the proxies.
Column (5) evaluates item refusal in a pooled regression for both householder age and household income refusal.
We interact exposure to broadband internet with an indicator for the household income question, which is a more
sensitive topic and thus more likely to induce changes in re-identification risk relative to age. Panel B shows the
total marginal effect of broadband internet on refusal of householder age and household income. Numbers shown
in parentheses are standard errors except where otherwise specified.
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Appendix

A Relation to differential privacy

Statistical agencies cannot control how much data firms possess, but they can influence the
effectiveness of re-identification technologies via privacy-preserving mechanisms applied to
their database before dissemination. Mechanisms that satisfy differential privacy have be-
come popular among data providers recently, including statistical agencies (Abowd, 2018;
Drechsler, 2023). Differential privacy is a mathematical criterion for database privacy de-
veloped in the computer science literature (Dwork, 2006; Dwork et al., 2006). The appeal
of differential privacy is that it provides a provable and quantifiable privacy guarantee. The
guarantee is a bound on how much a database output can change based on the presence of
a single individual in the database, such that it is difficult to distinguish whether a given
individual was even in the database.

A common variant of differential privacy is e-differential privacy, which states that a

randomized privacy mechanism, M, is e-differentially private if:

Pr[M(D;) € S]
Pr[M(D,) € S

es,

IN

—=

where Dy and D, are two databases that differ in only one record and S is the realization
of the randomized mechanism. That is, the ratio of the likelihood that realization S was
based upon database D; rather than database D, is bounded by e¢. The definition can also

be expressed in terms of the ability to infer about a single individual:

Pr[R = r|M(Dy)]
Pr[R = r|M(Ds)]

<, (A.1)

where R denotes a random variable (e.g., income) and r represents an individual’s true value
(Kifer et al., 2022). The interpretation is that no matter what prior an attacker uses nor

what output mechanism M produces, the ability to infer about an individual in the database
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is within a factor e of the inference that would be made if the individual were not in the
database. Therefore, although the definition of differential privacy does not directly refer
to re-identification attacks, differentially private algorithms provably resist such attacks as
well as other arbitrary risks (Dwork & Roth, 2014). Individuals may still experience harm
from an unwanted inference based on the output from a differentially private mechanism
applied to a database in which they exist, but differential privacy bounds the increase in the
probability of harm caused by their existence in the database.

Now, recall the monopolistic firm described in section 3.2 whose goal is to identify every
individual’s willingness to pay for its product. Let ¢ be a target individual in the firm’s
database (A) and let ¢ = j indicate a target individual who has been re-identified in the
agency’s database (7). Recall that w; is individual i’s willingness to pay. The firm seeks
to calculate the Pr(w;|A, Z) for each i € n. The Pr(w;|A, Z) can be calculated using Bayes’

rule:

Pr(Zi = j,w, A)
Pr(Z|A)

Pr(w;|Z, A) = x Pr(w;]A). (A.2)

On the right-hand size, Pr(w;|A) is the firm’s prior probability, before the agency’s database
is released, that the value of individual i’s willingness to pay is w;, which is equivalent to pPre"
from section 3.2. On the left-hand-side, Pr(w;|A, Z) is the firm’s posterior probability that
the value of individual i’s willingness to pay is w; after the agency’s database is released,
which is equivalent to pP°*' from section 3.2. The term in brackets is the Bayes factor,
representing how the probability of observing database Z would change if individual j in the
agency’s database is identified as individual ¢ in the firm’s database and their willingness
to pay is w;. Substituting the terms from section 3.2 into (A.2), the firm’s problem can be

restated as:

Pr(Z|i = j,wi, A)
Pr(Z|A)

ppost — % pprior‘

Recall also from section 3.2 that the firm’s probability of identifying an individual’s
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willingness to pay when the individual is not in the agency’s database is p"°*. That is,

Pr(w;|Z_;, A) = "%, where Z_; represents the agency’s database without data from indi-
vidual 7. The ratio of the probability of identifying an individual’s willingness to pay when

the individual is versus is not in the agency’s database is:

Pr(Zi=j,w;,A) re
Pr(w;|Z,A)  prest [ Pr(Z|A) ] X pF (A3)
P i Z,i,A B post B Pr(Z_;wi,A) Te ‘

Note that the left-hand side of equation (A.3) is what differential privacy bounds in equation
(A.1), except that it is based upon an unobservable characteristic (w;) that is determined by
observable characteristics, rather than based upon the observable characteristics themselves.
If we assume that revealing observable characteristics (such as income or race) could also
reveal unobservable characteristics (such as willingness to pay), then by combining equations
(A.1) and (A.3) and substituting terms we are left with:
_ , ost
A= (D] = Py = < a9

(2

Finally, recall from equation (1) in section 3.3 that individual ¢ will respond to the
statistical agency’s survey if B > (p"* — p"7")(w; — pe). Re-writing equation (A.4) as
PPt < epP%" and substituting into equation (1) from section 3.3, we see that use of an

e-differentially private mechanism would provide an upper bound on the right-hand side of

the decision equation for a given level of w; and p*%":

—7 "

(P77 = P21 (wi = pe) < (e = 1) (w; = pe).

Thus, differential privacy can bound the likelihood of the firm determining the willingness to
pay of an individual in the agency’s database, relative to the likelihood the individual would

face if they did not exist in the agency’s database.

B Supplemental Figures and Tables
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Figure B1: Household Computer and Internet Usage in the CPS
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The figure shows household-level availability and usage of computers and internet, based on
the Computer and Internet Use supplements in the CPS. Results are based on the whole
CPS sample (rather than the merged CPS-FCC 477 sample).

Table B1: Robustness of Main Difference-in-Differences Results to Excluding Observations
after June 2008

Unit Refusal Other Unit Non-Response
(1) (2) (3) (4)
OLS Imputation OLS Imputation
Broadband 0.00583*** 0.00860*** 0.00150 0.00083
(0.00163) (0.00224) (0.00202) (0.00233)
County fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes
Month fixed effects Yes Yes Yes Yes
Observations 3,304,902 3,304,902 3,441,322 3,441,322

Notes: The results presented in this table are the same as the imputation results in Table 2, except that
these results exclude CPS observations after the last date of FCC 477 broadband internet data (June 2008).
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Table B2: Robustness of Main Difference-in-Differences Results to Logit Model

Unit Refusal Other Unit Non-Response
(1) (2)
Logit Logit
Broadband 0.0057*** 0.0030
(0.0015) (0.0022)
County fixed effects Yes Yes
Year fixed effects Yes Yes
Month fixed effects Yes Yes
Observations 4,575,447 4,762,799

Notes: The results presented in this table are the same models from Table 2, except that the regression
specifications are estimated via logit models rather than OLS or the imputation estimator from Borusyak
et al. (2024). The table reports average marginal effects.
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